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You have read about a new technique or tool in *IEEE Software* or elsewhere, and you are considering its use on your project. If it worked for someone else, how do you know it will work for you? The last decade has seen explosive growth in the number of software-engineering methods and tools, each one offering to improve some characteristic of software, its development, or its maintenance. With an increasing awareness of the competitive advantage to be gained from continuing process improvement, we all seek methods and tools that will make us more productive and improve the quality of our software. But disaster can result from introducing inappropriate technology to a software-production department. How do we ensure that our changes lead to positive improvement?

Norman Fenton, Shari Lawrence Pfleger, and Robert Glass suggest that rigorous experimentation is needed to evaluate new technologies and their effects on our organizations, processes, and products. Such scientific investigation is essential to understanding our processes and products, to increasing our customers’ confidence in our products, and to making software engineering a science rather than an art.

Suppose you have decided to evaluate a technology. How do you proceed? Do you do a survey? An experiment? A case study? In this article, we discuss the conditions under which each type of investigation is appropriate. Then, because good case studies are as rare as they are powerful and
informative, we focus on how to do a proper and effective case study. Although they cannot achieve the scientific rigor of formal experiments, case studies can provide sufficient information to help you judge if specific technologies will benefit your own organization or project. Even when you cannot do a case study of your own, the principles of good case-study analysis will help you determine if the case-study results you read about are applicable to your situation.

**EMPIRICAL INVESTIGATION METHODS**

In their landmark paper, Victor Basili, Richard Selby, and David Hutchens described a framework for quantitative software-engineering studies. They defined software-engineering experiments in terms of a two-dimensional classification scheme:

- **Single-project studies**, which examine objects across a single team and a single project.
- **Multiple-project studies**, which examine objects across a single team and a set of projects.
- **Replicated-project studies**, which examine objects across a set of teams and a single project.
- **Blocked subject-project studies**, which examine objects across a set of teams and a set of projects.

Many published software-engineering experiments and case studies refer to this classification scheme when explaining how their studies were carried out, and it is very useful for understanding how the investigation was done; the box on pp. 54 defines some other common experimental terms. However, we believe this classification must be extended to consider the formality of the experimental design.

- If the study focuses on a single project, we prefer to call it a case study, because it is not possible to have a formal experiment without replication.
- If the study involves many projects or a single type of project that is replicated several times, it can be either a case study or a formal experiment. A formal experiment requires appropriate levels of replication, and experimental subjects and objects that are chosen at random within the constraints of an experimental design.

- If the study looks at many teams and many projects, it may be a formal experiment or a survey, depending on whether the selection of teams and projects was planned or post hoc. Thus, any investigation can be considered a case study, formal experiment, or survey.

However, the differences among these methods are also reflected in their scale. By their nature, since formal experiments must be carefully controlled, they are often small in scale: "research-in-the-small." Case studies usually look at what is happening on a typical project: "research-in-the-typical." And surveys try to capture what is happening broadly over large groups of projects: "research-in-the-large." The differences among research methods is important because the experimental design, analysis techniques, and conclusions they yield differ with each type.

**Choosing a technique.** Thus, the choice of investigative method depends in part on the size and nature of the organization or project that you want to investigate. It also depends on whether you are studying the technology in advance or after the fact. If you are trying to choose among several competing methods or tools, you may organize your study as a formal experiment or a case study. If you are establishing a pilot project to assess the effects of a change, you will probably choose to do a case study. But after the change has already been implemented across a large number of projects, a survey will help you to document the benefits of the change.

For all three investigative techniques, you must understand which variables you can control and how to measure the results. Formal experiments are sometimes difficult to conduct when the degree of control is limited. In order to impose full control, formal experiments are often small, which is a problem when you try to increase the scale from the laboratory to a real project. Thus, case studies are particularly important for industrial evaluation of software-engineering methods and tools because they can avoid scale-up problems. Whereas formal experiments sample over the variables that are being manipulated (so that you have a case representing each possible situation), case studies sample from the variables (representing the typical situation).

Case studies are easier to plan than experiments but are harder to interpret and difficult to generalize. A case study can show you the effects of a technology in a typical situation, but it cannot be generalized to every possible situation. For example, a case study may show you that the use of object-oriented languages increases the level of reuse on your banking-system project, but it cannot verify that object orientation always improves reuse.

On the other hand, a formal experiment is likely to be useful for investigating alternative methods of performing self-standing tasks. For example, you can perform an experiment to assess the effects of several program-design notations, such as flowcharts or pseudocode, on the resulting reliability or understandability. Here, formal experiments are appropriate because

- self-standing tasks can be isolated from the overall product-development process and investigated formally without being unrepresentative of the way they are actually performed;
- the results of self-standing tasks
EXPERIMENTAL TERMINOLOGY

The most important concept in a formal experiment is the experimental hypothesis, which defines what the experiment is intended to test. For example, a software experiment may investigate if design method A leads to better quality software than design method B. The corresponding hypothesis is: Design method A yields better quality software than design method B.

An experimental hypothesis usually asserts that different treatments have different effects on experimental subjects or objects. In the context of software experiments, a treatment is usually a method or tool. To draw any conclusions from an experiment, there must be at least two treatments, because hypothesis testing is comparative. Thus, the result of applying one treatment is compared with the result of applying another treatment, to determine if there is any difference.

In many experiments, one of the treatments, the control, is equivalent to the status quo. The use of a new method or tool is then compared with the control. However, software experiments have sometimes used the concept of a control incorrectly by assuming that the alternative to using method X is not using the method at all. However, if software staff using method X produce better products than software staff who do not use X, we cannot draw a valid conclusion about the effectiveness of X. We cannot tell if the difference in product quality is due to using X or simply due to the discipline of using a method. Moreover, we cannot tell if “not using X” means not using a method at all, or whether the status-quo group is actually using an informal or undocumented method of some kind. This distinction may not be important if your project is deciding whether or not to use X, but it is very important if another project or company wants to apply experimental results generated by other research groups. Thus, for experimental results to be generalized, there must be either two alternative treatments or a well-defined control.

We measure the effects of the change in method or tool by measuring the response variables, measures taken to test the hypothesis. A difference in treatments should be visible by examining differences in the values of the response variables. The specific response variables should be derived directly from the hypothesis. However, we often use surrogate measures instead of direct measures. For example, we may measure product reliability by counting the number of faults detected during testing, even though reliability reflects problems encountered by the user. Use of surrogate measures should be explicitly justified, because poor surrogate measures can invalidate the results of an experiment.

Experimental subjects and experimental objects are the people or things involved in an experiment. In software experiments, experimental subjects are individuals or groups (teams) who use a method or tool. Experimental objects may be the programs, algorithms, or problems to which the methods or tools are applied.

State variables are measures used to describe the experimental subject, objects, and conditions. They capture facts that are likely to affect the response variables.

can be judged immediately, rather than awaiting the results of a long development process, so that the experiment does not delay project completion; and

the results of self-standing tasks can be assessed in isolation from other project processes, so that small benefits can be identified and distinguished from other variables.

Interpreting results. The reward for a well-designed experiment is results that are easier to generalize. Formal experiments are essential if you are looking for results that are broadly applicable across many types of projects and processes. Thus, formal experiments are important for the software-engineering research community, but they may not be necessary for a process-improvement program that applies only to your particular organization. For example, if you want to find out if using Ada will improve your project’s software, but you do not need to know if using Ada will improve everyone’s software, then a formal experiment may be overkill — you can rely on a case study.

However, even with formal experiments you must be careful — formal experiments do not generalize outside the controlled experimental conditions. For example, if you demonstrate that Ada improves real-time software using a formal experiment, you cannot guarantee Ada will improve software for data-processing systems.

A case study is usually preferable to a formal experiment if

● the process changes are very wide-ranging. This means that the effect of the change can be assessed only at a high level because the process change represents many detailed changes throughout the development process. For example, if your project is changing from structured to object-oriented methods, the repercussions could affect all aspects of your processes and products — too much for you to control and measure;

● the effects of the change cannot be identified immediately. For example, if you want to know if a new design tool increases reliability, you may have to wait until after delivery to assess the effect on failures.

Case studies are a standard method of empirical study in various “soft” sciences such as sociology, medicine, and psychology, but there is little formal documentation available on how to perform a proper case study; Robert Yin’s book is a notable exception.5 However, Yin says that a case study should be used when “a how or why question is being asked about a contemporary set of events, over which the investigator has little or no control.” For software engineering, we need case studies to evaluate not only how or why, but also “which is better.” In this article we concentrate on the “which is better” type of case study.

Survey advantages. By combining the advantages of case studies (applicability to real-world projects) with those of experiments (replication that minimizes the problems of unusual results) surveys are particularly useful. Surveys
can be used to ensure that process changes are successful throughout an organization, because they collate experience from several different projects. However, data collection can take a great deal of time, and the results may not be available until after many projects are completed. In medical research, millions of patients may undergo a particular treatment or use a particular drug simultaneously, so it is relatively easy to build up a large amount of data quickly. There are fewer such opportunities in software engineering because it is more difficult to find comparable experimental objects, because software measures are not used consistently, and because there is no framework to review and collate experimental results.

The most common form of survey is based on distributing questionnaires that elicit opinions about the benefits of technology. In a different type of study, David Card, Frank McGarry, and Gerry Page analyzed project data from the University of Maryland's Software Engineering Laboratory, looking at the effects of technology on NASA's productivity and quality. Card's group analyzed existing data, rather than soliciting new information, a technique used frequently in other disciplines.

No one type of empirical study is better than any other; each is appropriate in particular situations. But experiments and surveys are traditional "hard-science" techniques that are supported by a rich literature describing how to design and administer them. Thus, for the rest of this article, we concentrate on case studies in order to provide more rigor to a neglected discipline of investigation.

CASE STUDY GUIDELINES

There are seven steps to follow in designing and administering case studies:
1. Define the hypothesis.
2. Select the pilot projects.
3. Identify the method of comparison.
4. Minimize the effect of confounding factors.
5. Plan the case study.
6. Monitor the case study against the plan.
7. Analyze and report the results.

These steps, which help ensure that you can draw valid conclusions from your investigation, are related to the four criteria for research-design quality:
- **Construct validity.** Establish correct operational measures for the concepts being studied.
- **Internal validity.** Establish a causal relationship and distinguish spurious relationships.
- **External validity.** Establish the domain to which a study's findings can be generalized.
- **Experimental reliability.** Demonstrate that the study can be repeated with the same results.

For simplicity, we explain the steps by assuming that you are testing a new method on an actual software-development project. The box on this page provides a checklist to help you plan a case study.

**Define the hypothesis.** You begin by defining the effect you expect the method to have. This definition must be detailed enough to make clear what measurements are needed to demonstrate the effect. For example, if you expect the new method to improve productivity, you must state if effort...
and duration will be affected and how. Without this information, you cannot identify, measure, and collect the data you need to draw valid conclusions.

It is also important to define what is not expected to happen. Formally, we can never prove hypotheses, we can only disprove them, so we state a null hypothesis to say that there is no difference between treatments. However, research is proposed and funded based on studying the alternative hypothesis: there is a significant difference between treatments. The formal case-study data analysis and evaluation addresses the null hypothesis, but you should be ready to present your findings to managers and staff in terms of the alternative.

The more clearly you define your hypotheses, the more likely you are to collect the right measures, test them properly, and achieve construct validity. You must specify carefully what really interests you. For example, process-improvement programs often define quality as the reduction of rework and waste, presenting quality in terms of defect rates from the perspective of a software developer. However, this definition differs from the user’s point of view, in which operational reliability, efficiency, and usability reflect how the user sees the software.

Select the pilot projects. The pilot projects you choose must be representative of the type of projects your organization or company usually undertakes. Ideally, you can describe projects in terms of significant characteristics, such as application domain, programming language, design method, and degree of reuse, and then use this state-variable information to select projects that are most typical. Your selection should consider not only project type but also the frequency with which each type is developed. In practice, it may be difficult to control the choice of case-study projects. However, the extent to which the case-study project is typical of the organization is central to the issue of external validity. If your case study is atypical of the projects you usually undertake, you will not get very useful results.

Identify the method of comparison. Your case study is by nature comparative, contrasting the results of using one method with the results of using another. To avoid bias and ensure internal validity, you must identify a valid basis for assessing the results of the case study. There are three ways to organize your study to facilitate this comparison:

- **Select a sister project with which to compare.** Here, the case study involves two projects, one that uses the new method and another that uses the current method. Each project should be typical of your organization, and both should have similar characteristics according to the state variables you have chosen. The box on this page describes variants of this design.

- **Compare the results of using the new method against a company baseline.** In this case, your company gathers data from projects as a standard practice and makes data available on such things as average productivity or defect rate. You can compare the response-variable values from your case study, which involves a single project using the new method, to the corresponding variables from previous projects or a subset of similar projects.

- **If the method applies to individual components, apply it at random to some product components and not to others.** Here, the case study resembles a formal experiment, because you can use replicated values and standard statistical methods to analyze the response variables. But because the projects are not drawn at random from the population of all projects, this is not a true formal experiment. This kind of study is useful for methods that may be applied to different degrees. For example, if you want to know what level of structural testing is most cost-effective, you can measure the level of structural testing achieved for different modules and compare testing effort and subsequent defect rates (or defect-detection efficiency, if you have seeded errors).

Minimize the effect of confounding factors. When the effect of one factor cannot be properly distinguished from the effect of another factor, the two factors are confounded. For example, if expert software engineers tested tool A and novice software engineers tested tool B, we cannot tell if the higher quality software produced by the experts was the result of their experience or of using tool A. Confounding factors can affect the internal validity of the study.

Software case studies often have confounding factors. The most significant are likely to be:
- **Learning bias:** To use a method or tool as you try to assess its benefits. In this case, the effect of learning to use the method or tool might interfere with the benefits of using it. For example, a decrease in productivity caused by the learning curve might hide productivity improvements. To avoid this effect, you must separate activities aimed at learning how to use a new technology from those aimed at evaluating it.
- **Using staff who are either very enthusiastic or very skeptical about the method or tool.** Staff morale can have a large effect on productivity and quality. Differences in the response variable

---

**TABLE 1**

**COMPARISON OF PRODUCTIVITY MEASURES**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Method A</th>
<th>Method B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Productivity (function points/hour)</td>
<td>0.054</td>
<td>0.237</td>
</tr>
<tr>
<td>Size (function points)</td>
<td>118</td>
<td>168</td>
</tr>
<tr>
<td>Team experience (years)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Project management experience (years)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Duration (months)</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>Function point</td>
<td>25</td>
<td>27</td>
</tr>
</tbody>
</table>

---
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may be due to staff enthusiasm, or to differences in enthusiasm from one developer to another. To minimize this effect, you must staff a case-study project using your normal staff-allocation method.

- **Comparing different application types.** For example, the productivity of real-time system developers is usually lower than for data-processing systems, so case studies should not compare across application domains. Appropriate selection of case-study projects will avoid this problem.

Sometimes it is possible to control a confounding effect rather than eliminate it. This usually involves designing a multiproject case study in which the different projects experience different conditions. For example, to investigate if the benefits of some method or tool are influenced by application type, we can identify a pair of case-study projects for each application type: one to use the new method and one to use the current method.

You can sometimes control confounding by measuring the confounding factor and adjusting the results accordingly. For example, to study how different levels of reuse affect quality and productivity, you may select a case-study project in which components (specifications, designs, or code) are being reused, measure the amount of each component that is reused, the development productivity for each component, and the defect rate. If you suspect that, in addition to reuse, component complexity affects productivity and defect rates, you can record component complexity and use partial correlation to assess the relationship between percentage reuse, productivity, and defect rates, adjusted for complexity.

**Plan the case study.** Basil, Selby, and Hutchens emphasize that organizations undertaking experiments should prepare an evaluation plan. This plan identifies all the issues to be addressed so that the evaluation runs smoothly, including the training requirements, the necessary measures, the data-collection procedures, and the people responsible for data collection and analysis. Attention to detail contributes to experimental reliability.

The evaluation should also have a budget, schedule, and staffing plan separate from those of the actual project. A separate plan and budget is needed to ensure that the budget for the evaluation does not become a contingency fund for the project itself. Clear lines of authority are needed for resolving the inevitable conflicts of interest that occur when a development project is used to host an evaluation exercise.

**Monitor the case study against the plan.** The case study's progress and results should be compared with the plan. In particular, ensure that the methods or tools under investigation are used correctly, and that any factors that would bias the results are recorded (such as change of staff, or a change in the priority of the case-study projects). It is essential that you audit conformance to the experimental plan and record any changes. At the end of the study, you should write an evaluation report including recommendations for changes in procedures.

**Analyze and report the results.** The analysis procedures you follow depend on the number of data items you must analyze (that is, the number of response-variable values that are available). If your case study compared treatments assigned to components at random, you can use standard statistical methods, such as analysis-of-variance and contingency tables. Data distribution is important in choosing an analysis technique. If you cannot guarantee that the data is distributed normally (according to a bell-shaped Gaussian curve), then you must use nonparametric tests such as the Kruskall–Wallis method, which bases the analysis on rank rather than on raw data. (See the box on pp. 59 for references to useful analysis texts.) If you have only one value from each method or tool being evaluated, no analysis techniques are available; you can only present the results as we describe next.

**ANALYSIS METHODS FOR CASE STUDIES**

Once you have designed your case study and collected the data, you must analyze it to determine what has happened and if the results are significant. Suppose your case study involves a sister experiment with one response value per project. For example, for each project participating in the study, you measure productivity in function points per staff hour using method A (the current method) and method B (the new method). Table 1, using real data, shows what you might find.

The data in Table 1 indicate that the projects are quite similar with respect to the state variables: size, team experience, project-manager experience, duration, and function-point adjustment factor. Thus, the results suggest that using method B would improve productivity. However, to draw that conclusion, you must be sure that both projects are typical of those undertaken by the organization. You must also understand the factors that are important for software development in the organization that might affect the successful use of methods A and B.

In addition to looking at the quantitative results, you can investigate how typical these projects are by reviewing the distribution of state-variable values over the projects undertaken by the organization. Simple frequency plots are useful for depicting the distribution of discrete state-variable values for an organization. For example, Figure 1
shows the team experience for the set of projects from which the case-study projects were selected. As you can see, it is not unusual for a team to have only one year of experience.

When you have state variables that cover a wide range of values (such as counts or ratios), a boxplot can help you evaluate the distribution of data, particularly when data values are skewed. Figure 2 shows a boxplot of product-size data.

Boxplots give a simple visual display of the distribution of a data set and help you see how representative a single point is. If the data set were distributed as a classic Gaussian (normal) distribution, the mean would be in the center of the box, the tail lengths would be approximately equal, and the distance from the median to the upper (or lower) tail would be approximately three standard deviations.

It is clear from Figure 2 that the product-size data set is skewed, and that the two pilot projects were relatively small ones (in the lower 25-percent range). Thus, there is some doubt about whether the case-study projects were truly representative of the organization's projects. Any productivity improvements resulting from method B might occur only on smaller projects.

Boxplots are also useful for constructing a company baseline. Figure 3 shows productivity distributions data from 46 projects that used method A. There are no outliers in the data set, so the baseline for average projects is some productivity value between the upper (0.044) and lower (0.076) fourths; the upper and lower tails give the upper and lower bounds for the organization. If you place the productivity of a case-study project using method B on the figure as an asterisk, it becomes clear that the case study had unusually high productivity compared to the company baseline. The baseline can be refined further by reconstructing it using projects that have similar state-variable characteristics to the case study.

**SAMPLE CASE STUDIES**

To see how software-engineering case studies can be improved, we turn now to three studies aimed at assessing the benefits of Fagan inspections. The studies represent not only the different types we have discussed but also the many problems that can result from improper case-study planning and administration.

The first study compared differently treated components, the second used a company baseline, and the third involved sister projects. Each study was run for ICL's VME development group. VME is a large general-purpose operating system (approximately two million lines of code) that has been under continual evolution since its first release in the early 1970s. When the case studies were performed, fairly small teams (two to eight people) worked on specific functional subsystems. Staff turnover was low, and people worked on the same team for many years. The operating system was written in a variant of Algol 68 and supported by a special-purpose database environment that maintained records of literals, data types, and module interfaces, all supported with configuration control.

**Case study 1.** The first case study used a single project to investigate if Fagan inspections would increase software quality without resulting in a decrease in productivity. Formally, the hypothesis stated that the use of Fagan inspections has no effect on quality or productivity. Forty-three of the project's 73 programs were given detailed design inspections; the rest were not. Thus, it was possible to compare the postdesign fault profile of inspected programs with the postdesign fault profile of uninspected programs. The response variables were fault counts and staff effort, with faults related to where they were discovered: the major stage in the development process or postrelease (for a six-month period). Total project effort and inspection effort were both recorded.

**Design-inspection results.** The case-study procedure ensured that several productivity and quality measurements were made. The design
inspections detected 50 percent of all faults found for this development (up to nine months postrelease). The inspections accounted for 6 percent of the total development costs. The fault-detection rate was approximately 1.2 hours per fault. However, a major problem was that there was no basis for identifying if these results were good or bad because there was nothing to compare them with.

- Postinspection fault rates. Table 2 shows the main response variable—the number of faults detected subsequent to code production, as measured for each group of modules for different defect types. However, the modules were not allocated to design inspection randomly. In fact, the project staff selected for inspection only those modules they thought were “difficult”; “easy” modules were not given design inspections.

The lower overall-error rate indicates that the uninspected programs were simpler. But the inspected programs revealed their faults earlier in the development process than the uninspected programs. By the time they reached system test, inspected programs appeared to have higher quality than uninspected programs, a situation confirmed by the postrelease fault rates.

- Problems with case study 1. This pilot project was chosen because the team wanted to participate. There was no formal selection to ensure that the pilot was representative of typical ICL projects. Furthermore, this predisposition to be helpful probably biased the results in favor of the inspection technique. But the major problem with this study was the nonrandom selection of modules that were subjected to detailed design inspections. The development staff members themselves decided which modules would be given detailed inspections, and they selected only those that were difficult. This was a sensible approach for the project, but it had a disastrous effect on the evaluation’s validity. Had the allocation been random, an analysis-of-variance on the postdesign quality of each module

**USEFUL ANALYSIS TEXTS**

**Experiment design**


**Survey analysis**


**Data analysis**


---

**TABLE 2**

**COMPARISON OF FAULTS DETECTED**

<table>
<thead>
<tr>
<th>Test Method</th>
<th>Code inspected (13,334 lines of code)</th>
<th>Code not inspected (8,852 lines of code)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Code reading</td>
<td>0.97</td>
<td>0.45</td>
</tr>
<tr>
<td>Unit test</td>
<td>0.82</td>
<td>0.68</td>
</tr>
<tr>
<td>System test</td>
<td>0.20</td>
<td>0.36</td>
</tr>
<tr>
<td>Customer</td>
<td>0.012</td>
<td>0.043</td>
</tr>
<tr>
<td>Overall</td>
<td>2.0</td>
<td>1.54</td>
</tr>
</tbody>
</table>

---

**Figure 3.** Boxplot used to construct a company baseline. In this case, 46 projects using method A are compared with one project using method B. The boxplot shows that this single case study had unusually high productivity compared to the company baseline.
(measured in defects per hundred lines of code) would have revealed if the inspections made a significant difference. But because difficult modules exhibit more defects than simple modules even after design reviews, this analysis was not valid. Thus the only useful result is the overall defect rate for each major postdesign activity. This problem could have been avoided if the case study had been planned and controlled as an activity in its own right, rather than as an adjunct to the development effort.

Other problems resulted from this lack of planning. For example, several other response variables were collected but could not be properly interpreted because there was no basis of comparison. Thus, it was impossible to tell if inspections decreased productivity.

Case study 2. The second case study looked at whether Fagan inspections would increase software quality through a cost-effective detection of defects. A single project was used and compared with a baseline made up of all other concurrent projects. Thus, it was possible to compare the postdesign fault profile of the pilot project with the postdesign fault profile of other projects. The response variables were fault counts and staff effort. Here, faults were again related to each major stage in the development process. In addition, faults were classified as design or coding faults. Total project effort, effort for conventional testing, and inspection effort were recorded. As before, the pilot project was self-selected because the development team was interested in the inspection technique.

- Design-inspection results. This second case study, involving the production of a new subsystem of approximately 39,000 lines of code, gave results broadly similar to the first. However, because this case study collected data on testing and inspection effort, it was possible to assess the relative costs of fault detection and correction. The inspections detected 41% of in-house faults at a cost of 9% of the project-development effort. The cost-per-fault was approximately $6.50, with an average cost-per-fault detected postdesign of $6.80. This result suggests that inspections are a very cost-effective fault-detection method.

- Postdesign fault profile. When the fault profile of the pilot project was compared with the fault profile found for other projects during the same time, it appeared that postdesign faults were again being found earlier in the development process, as Table 3 shows. However, the baseline does not include any assessment of variability.

- Fault types. Table 4 shows the types of fault found postdesign, indicating that inspections reduced the number of design faults but not the number of interface faults (which can be regarded as a kind of design fault). These findings were reviewed with the development group, which pointed out that the faults were found in code that interfaced to a subsystem developed by team members who refused to attend inspections. Thus, they reasoned, the results actually supported the need for inspections. This result emphasizes the importance of monitoring the pilot project for unexpected effects. If the interface problems had not been traced back to the nonparticipating group, the results might have been misinterpreted.

- Problems with case study 2. As in the first case study, the pilot project was not chosen using any formal selection process. However, the more significant problems occurred at the analysis stage. The construction of the baseline would have been greatly improved by using a boxplot to indicate the extent of natural variability. In some circumstances, it might have been better to use a direct measure of faults per hundred lines of code during system test as the response measure rather than percentages. However, in this particular environment, there was a considerable variation in basic fault rates from different types of project. The pilot project was a new utility project and was expected to have lower fault rates than some of the more complex enhancement projects; a baseline based on faults per hundred lines of code would have to be derived from a very small selection of similar

---

**REPLICATED PRODUCT DESIGN**

It is sometimes possible to develop a product a second time using a different development method. This is called a replicated product design. To use it:

1. Replicate an existing product using the new method or tool.
2. Measure the response variables on both versions of the product.
3. Compare the two sets of response variables.

The advantage of this design is that some of the differences between the sister projects is eliminated because they both produce the same project. However, usually only one of the products is produced under normal commercial conditions.

This method is often used when a research group wants to demonstrate the superiority of a new method compared with current development methods. However, if the research group also undertakes the replication project, the results will be biased because the research group will usually have more experience with the new method than would the development staff and are more motivated to see it succeed.

These problems can be overcome if the research group sponsors the development group to undertake both projects to commercial standards, and the product that performs best in final system test (or acceptance test) is the one released to customers.
projects. A baseline based on internal distribution of faults was valid for all projects because they all use the same development process.

Finally, it is important to note that the case study used a surrogate measure of quality. Actual quality depends on the defects found during use, but the analysis was based on the defects found during in-house testing. Thus the conclusions may be misleading.

**Case study 3.** The third investigation was not planned as a case study. Rather, it occurred naturally as two parts of the same project were developed in different ways. At first, the primary part of the project was planned; however, later a large additional functional development was required. The same team produced both subprojects, and testing on each was done by the same staff member. Although these subprojects were not selected to be part of a case study, they were typical of the commercial projects undertaken by the group.

Because the project manager wanted to get the second part of the project completed as quickly as possible, he did not permit any detailed design inspections. His unstated hypothesis was, therefore, that detailed design inspections cause delays to product development and do not have a major influence on quality. In effect, what resulted was a case study based on sister subprojects, with response variables defined as time to complete production, effort, and fault rates.

**Results.** The results, shown in Table 5, indicate that trading quality for productivity simply did not work, and the hypothesis can be firmly rejected. The subproject without inspections took far longer to produce than the much larger "high-quality" subproject. Additional time and effort were needed to test the code that had not been subject to design inspections. This diminished productivity is clear, even though the state variables show that the subproject without inspections was much smaller than the other subproject in terms of absolute size and number of modules. In addition, code from the subproject done without design inspections was of poor quality (in terms of fault rates) and was more expensive than the inspected code.

The case study is convincing because the difference in results is so dramatic. In addition, many of the typical problems with case-study control and variation were absent because the same personnel were involved, the same development environment was used, and the applications were related.

**Problems with case study 3.** Clearly, the study was not planned in advance. Nevertheless, it conformed quite well to case-study requirements and resulted in sufficient information to reject the hypothesis that inspections increase time to market and do not affect quality. However, this study is not completely without problems. The quality measure was based on prerelease rather than postrelease defects, again reflecting a developer's rather than a user's view of software quality. A more subtle problem involves whether or not the two parts of the project are really comparable. According to the subjective opinion of the staff involved, the two subprojects were similar in complexity; however, there were no objective measures to confirm this claim.

**TABLE 3**

<table>
<thead>
<tr>
<th>Test Method</th>
<th>Percentage Faults</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pilot Project</td>
</tr>
<tr>
<td>Code reading</td>
<td>57.5</td>
</tr>
<tr>
<td>Unit test</td>
<td>38.4</td>
</tr>
<tr>
<td>System test</td>
<td>4.1</td>
</tr>
</tbody>
</table>

**TABLE 4**

<table>
<thead>
<tr>
<th>Fault Type</th>
<th>Percentage Faults</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pilot Project</td>
</tr>
<tr>
<td>Interface</td>
<td>5.8</td>
</tr>
<tr>
<td>Design</td>
<td>8.1</td>
</tr>
<tr>
<td>Code</td>
<td>81.0</td>
</tr>
<tr>
<td>Other</td>
<td>5.1</td>
</tr>
</tbody>
</table>

What is the next step? Software-engineering experimentation is a necessary adjunct to process improvement, and objective, meaningful case studies can help us understand our processes and control the improvements. Many case studies are performed, but few are done well. The case-study process is itself in need of improvement.

Good case studies involve:
- Specifying the hypothesis under test.
- Using state variables for project selection and data analysis.
- Establishing a basis for comparisons.
- Planning case studies properly.
- Using appropriate presentation and analysis techniques to assess the results.

We must stop and assess each tool and technology before we jump on a promotional bandwagon. Even when formal experiments are not available or possible, we can perform case studies to determine if the tool or technology is helpful on our typical projects. That is, we need not wait until a method is proven effective in every environment; we can run careful tests to see if the method is useful in our particular environments.

But such investigation requires the...
investment of time and effort, not only in planning and carrying out the case studies, but also in analyzing and reporting the results. The findings of academic experiments are often widely publicized, as universities encourage their staff to publish and disseminate results. But the results of industrial case studies, less often made available to the public, are no less relevant to practitioners who are seeking new or improved ways of developing and maintaining software.

The results of case studies are context-dependent, but we can be more confident that a method is generally beneficial if encouraging results are reported by a number of different organizations under a number of different conditions. We can also better understand the limits of methods and tools if we get conflicting reports from different case studies.

We encourage you to assess the work of others, not only in terms of the issues raised here, but also in terms of whether it is applicable to your projects. And we encourage you to publish your case-study results, to the benefit of the general software-engineering community.
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